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The article is devoted to the development of an intellectual information
system for conducting scientific research and for predicting the dependence
"structure-property/activity" of new drugs based on algorithms of swarm
intelligence and immune-network modeling. Selection of informative descriptors is
carried out on the basis of a multi-algorithmic approach, which allows selecting the
algorithm in which the generalization error will be minimal after immune network
modeling. Algorithms are distinguished by the presence of customizable parameters
that affect the productivity of an intelligent information system. Figs.: 2. Refs.: 11
titles.
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The statement of the problem. Designing of new medicinal
compounds is a complex process consisting of several stages, which takes a
lot of time and requires significant labor and financial costs. The study of
chemical compounds involves the processing of multidimensional data sets.
The development of computer technology made it possible to apply the
methods and algorithms of bioinformatics for the processing and analysis of
accumulated chemical data. The application of these methods is relevant for
the construction of databases of medicinal compounds, for predicting the
physical, chemical and biological properties of substances.

Nowadays the development of modern non-traditional information
technologies for the processing of large amounts of data is urgently needed in
order to improve the efficiency of the process of drugs creation. Analysis of
the structure of compounds with given properties allows to predict the
structure of a new compound. Prediction of the structure-property/activity
relationship of drug substances and the identification of relationships
between the structure of compounds and their activity [1] is an actual
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problem in pharmacology.

In prediction tasks the description of the system's behavior based on the
optimal set of descriptors has a great importance. Unnecessary and redundant
data reduces system productivity. One of the main stages of the process of
information extracting from a large volume of accumulated data is the stage
of preliminary processing of the initial data, which includes the allocation of
informative features. Creation of an adequate model based on the optimal set
of descriptors increases the probability of making the right decisions.

The statement of the problem is formulated as follows: it is necessary
to solve the problem of informative descriptors selection on the basis of
algorithms of the swarm intelligence (algorithm of the ant colony and the
particle swarm method) for further immune network modeling of the
sulfanilamide group medicines with the given properties. The purpose of an
optimal set of descriptors selection is to reduce the dimension of the
descriptor space. Actual is the use of modern QSAR (Quantitative structure-
activity relationship) methods of drug design based on intellectual
approaches that can significantly simplify the process of selecting new
chemical compounds with prescribed properties for drug candidates.

Literature review. Today artificial intelligence methods are
successfully used to detect new patterns in chemical data. These include
neural networks, evolutionary algorithms, artificial immune systems,
algorithms of swarm intelligence, etc. At present methods of swarm
intelligence are promising directions and are widely used in many fields of
medicine and pharmacology. The methods of swarm intelligence, based on
the behavior modeling of living beings, include: the methods of ants and bee
colony, the algorithm of a particle swarm, cuckoo, gray wolves, bats,
gravitational search, etc. The most common of them are the ant colony
algorithm and the particle swarm method. The proposed algorithms more
effectively explore the search space, spending less time than the methods of
full search.

In article [2] there is considered a model based on the ant algorithm for
predicting the tertiary structure of a protein. The algorithm is investigated and
is focused on proving its convergence to a global solution. This allows for
further research to construct procedures for adaptive selection of parameters
at each iteration of the algorithm, depending on the nature of its convergence.
This method makes it possible to reduce the number of parameters arriving at
the input of the algorithm. In work [3] there is proposed a new computer
molecular design for the development of solvents based on the algorithm of
efficient ant colony optimization (EACO). The article [4] is devoted to ACO-
MLR (Ant Colony Optimization-Multiple linear regression) for the
development of QSPR (Quantitative structure-property relationship)
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algorithm, in which the main problem is the multidimensional descriptor
space.

In work [5] there are considered algorithms of swarm intelligence for
solving certain problems of bioinformatics, such as data clustering, prediction
of the protein structure and molecular docking. In article [6] there are studied
a chaotic optimization algorithm and a particle swarm optimization algorithm
to improve the classification accuracy, which are used in the selection of data
sets with certain pharmacodynamic properties of the drug. The experimental
results show that the proposed method has good learning ability, the ability to
generalize and the accuracy of classification.

In work [7] there are considered and discussed particle swarm
algorithms in problems of secondary prediction of structure, gene association
into clusters, energy minimization and protein modeling. The article [8]
presents a comparative analysis of the particle swarm method and the bee
algorithm as the solution of the protein structure prediction problem. A new
method of PSOVina (Particle Swarm Optimization Vina), which combines
PSO with the effective local search method of Broyden-Fletcher-Goldfarb-
Shannon (BFGS) is proposed in the article [9].

A new algorithm is considered in work [10], which defines associative
rules for classification based on swarm intelligence. The main idea is to
develop an algorithm that can demonstrate good productivity at the selection
of data sets with uneven distribution of classes. The results show that the
proposed method works best for weakly and strongly unstructured data sets.

Immune network technology of predicting QSAR of chemical
compounds. In work [11] there was developed an immune-network
technology for predicting the structure-property/activity dependency of
chemical compounds, which consists of preliminary data processing stage,
the immune network training stage, image recognition stage, the stage of
energy errors evaluation and the prediction of the pharmacological properties
of chemical compounds. Intellectual technology based on immune network
modeling allows analyzing hidden interactions between descriptors. At the
stage of preliminary data processing there is carried out the normalization,
completeness check and reliability of the descriptors. The selection of
informative descriptors is performed on the basis of algorithms of swarm
intelligence in accordance with the concept of multi-algorithm approach, at
which several algorithms are used. After the immune network modeling
based on the comparison of the prediction results, an algorithm with the least
generalization error is selected. The application of algorithms of swarm
intelligence allows to reduce the time for immune network training by
creating an optimal immune network model and to exclude low-information
descriptors.
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There was developed an integrated structural scheme of an intelligent
information system (Fig. 1), which consists of modules of preliminary
processing, image recognition and energy error evaluation. The preprocessing
module includes the selection of informative descriptors based on the
algorithm of the ant colony and the method of the particle swarm.

Immune-network technology for predicting
the structure-property/activity dependency of chemical compounds

_____________ v _ _ _ _ _ _
| Pre-processing module |

|
: Sulfonamides b Swarm intelligence |
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Fig. 1. Structural diagram of intellectual immune network technology

Processing module for chemical compounds "SIIM" (Swarm
Intelligence for Immune network Modeling). Developing the primary data
processing module "SIIM" there was used the programming language Python
3.6 using PyQt. The following algorithm for the functioning of the "SIIM"
system has been developed.

Algorithm:

Step 1. Connecting the database.

Step 2. Choosing a method of swarm intelligence (an ant algorithm or a
particle swarm method).

Step 3. Entering the coefficients (number of populations, number of
iterations, weight, speed).

Step 4. Data processing and selection of informative descriptors.

Step 5. Construction of an optimal set of descriptors.

Step 6. Output of the result of the algorithm.
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Description of the sulfonamides database. Intellectual technology of
immune network modeling includes work with chemical compounds
descriptors databases. As an example there were used 15 chemical
compounds of sulfonamides and 1500 descriptors of different levels.
Chemical compounds were classified into short-acting, medium-acting and
long-acting sulfanilamides. There were considered such descriptors as:
number of atoms, relative number of carbon atoms, relative number of
hydrogen atoms, molecular weight, number of single bonds, gravitation index
and others.

Experimental results. In the developed intellectual information system
"SIIM" (Fig. 2) with the help of "Data connection" button, the database is
selected and is displayed in the first window. Then, there is carried out an
algorithm selection (an algorithm of an ant colony or a particle swarm
method) and coefficients input. In the algorithm of the ant colony the
following coefficients are used: the number of population, the number of
iterations, the amount of pheromone, the pheromone vaporization, report
frequency. After starting, modeling results are displayed in the second
window. The system has the ability to visualize in the form of a graph.
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Fig. 2. Sulfanilamides modeling results based on the ant algorithm
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Fig. 2 shows the results of sulfanilamides modeling based on the ant
algorithm. During the modeling the size of the population is 100, the number
of iterations is 50, ¢l (the amount of pheromone) = 1, c2 (pheromone
evaporation) = 2, report frequency = 50. As a result, from 1500 descriptors
there were selected 25 informative ones.

Similarly to this the intelligent system works with the particle swarm
method [12]. There is selected that algorithm which after the immune
network modeling shows the best prognostic results.

Conclusion. In this article there was solved the task of informative
sulfanilamides descriptors selection for constructing an optimal immune
network model and further immune network modeling of new drugs in
accordance with the concept of multi-algorithm approach. During the
developing of intelligent system for predicting the pharmacological activity
of drug compounds based on immune network modeling, the main task is to
reduce the generalization error and to improve the quality of the prognosis.
Nowadays, there are no universal methods for constructing an optimal set of
descriptors.

The advantage of multi-algorithm approach usage is the possibility of
choosing an algorithm with the best prognostic properties after immune
network modeling. The results of modeling differ from each other depending
on the size and type of data, the availability of independent descriptors, the
optimality criteria and stopped criteria. The presented intellectual immune
network technology of scientific research allows to analyze hidden
interactions between descriptors, to reduce financial and computing
resources.

The research is conducted on the grant of the Science Committee of the
Ministry of Education and Science of the Republic of Kazakhstan (No. GR
0115PK00549) on the theme: Computer molecular design of medicines based
on immune network modeling (2015-2017).
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Komn'loTepHe MoJe/JI0BaHHSI HOBHX JiKapChKHMX IpemnapaTriB Ha OCHOBi
AJITOPUTMIB POIf0BOro iHTe/IeKTY i IMMyHHOCeTeBOro MoneatoBanusa / Camiryiina I'.A.,
MacimkanoBa K.A. // Bicauxk HTY "XIII". Cepist: Indopmaruka Ta MOAentoBaHHS. —
Xapkis: HTY "XTII". — 2017. — Ne 50 (1271). — C. 88 — 95.

CrarTs NMpUCBSYEHA PO3POOI IHTENEKTyalbHOI iH(pOpPMAIiHHOI CHCTEMH BEICHHS
HayKOBHUX JOCJIJIKEHb 1 MPOTHO3YBAHHIO 3aJIe)KHOCTI CTPYKTypa-BIacTHBICTh / aKTHBHICTb
HOBUX JIKapChKUX TpenapariB Ha OCHOBI ajropuTMiB POHOBOTO  iHTENEKTY 1
IMMYHHOCETEBOTO MOJEIIOBaHHA. Bindip iHGOpPMAaTUBHUX NECKPUNTOPIB 3MIHCHIOETHCS Ha
OCHOBI MYJIbTIaJITOPITMIYHOTO TiAXOAY, SKHUH TO3BOJISIE BUOPATH TOW QJITOPUTM, TIPH STKOMY
Mmicas IMMYHHOCETEBOTO MOJICIIOBAHHS TIOMWJIKA Yy3arajdbHEHHS OyJe MiHIMaJbHOIO.
ANTOpPUTMH BIZIPI3HSIOTHECS HASBHICTIO HACTPOIOIOTHCS IapaMeTpH, SKi BIUIMBAIOTh Ha
NIPOJYKTUBHICTH IHTEJEKTya bHOI iHpopMauiiiHoi cuctemu. Li.: 2. bibmiopr.: 11 Ha3s.

KarouoBsi ciioBa: nikapcbki npenapary; poioBuil iHTeNeKT; iH(opMaliiiHa cucrema;
IMMYHOCETEBOE MOJICIIIOBaHHS; 1HHOPMALiiHI IECKPUIITOPH.
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Crarhs TOCBSIIEHA pPa3pabOTKe HWHTEIUICKTYadbHOW HWH(HOPMAIMOHHONW CHCTEMBI
BEJICHUS HAYYHBIX MCCIICIOBAHUN M MPOTHO3UPOBAHMS 3aBHCUMOCTH CTPYKTYpa-CBOWCTBO /
aKTUBHOCTh HOBBIX JICKAPCTBCHHBIX IMPEMApaTOB Ha OCHOBE alrOPUTMOB POEBOTO
MHTEJUICKTa U UMMYHHOCETEBOTO MojenupoBanus. OTOOp MHPOPMATUBHBIX JICCKPUIITOPOB
OCYILECTBIIICTCSI HA OCHOBE MYJIbTHAITOPUTMUYECKOTO IIOAXO0Ja, KOTOPBIH IO3BOJISET
BBIOpPATh TOT AJITOPUTM, TPU KOTOPOM MOCIEC UMMYHHOCETEBOTO MOJCIHMPOBAHMS OIIHOKA
00001IeHNST OyIeT MUHHMATBHOW. ANTOPUTMBI OTIMYAIOTCS HAJIMYUEM HACTPAUBACMBIX
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The article is devoted to the development of an intellectual information system for
conducting scientific research and for predicting the dependence "structure-property/activity"
of new drugs based on algorithms of swarm intelligence and immune-network modeling.
Selection of informative descriptors is carried out on the basis of a multi-algorithmic
approach, which allows selecting the algorithm in which the generalization error will be
minimal after immune network modeling. Algorithms are distinguished by the presence of
customizable parameters that affect the productivity of an intelligent information system.
Figs.: 2. Refs.: 11 titles.
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