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ON VOLTERRA POLYNOMIALS WITH USING
POLYHARMONIC TEST SIGNALS

The method is proposed for constructing the Volterra approximation model of the
nonlinear dynamical systems in the frequency domain using of the test polyharmonic signals
of various amplitudes. The computational identification method is based on the use of the
regularized least squares method and the choice of the optimal step size on amplitude of test
signals. The accuracy and computational stability of identification method in the form of
multidimensional amplitude-frequency and phase-frequency characteristics are investigated.
The method improves an accuracy and stability of the identification procedure. Figs.: 2. Refs.:
18 titles.
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Introduction. Methods of mathematical modeling and experiment are
the main tools for research of complex nonlinear dynamic systems (NDS) [1].
For the description of NDS, which are considered as a "black box", integro-
power series are often used — Volterra models [2 — 6]. In this case, the
nonlinear and dynamic properties of the system are completely characterized
by a sequence of multidimensional weight functions — Volterra kernels.

Commonly, the Volterra series are replaced by a polynomial, with only
taking several first terms of series into consideration. Nonlinear dynamical
system identification in a form of Volterra series consists in the determination
of n-dimensional weighting functions w,(ti,...,T,) in time domain [6, 7] or it’s
Fourier transforms W,(jo,,...,j®,) — n-dimensional transfer functions in
frequency domain [6, 8 — 13] on the input-output data of the NDS.

The scope of models in the form of integro-power series is limited to a
weakly non-linear mode of operation, that is, the work of the NDS at small
amplitudes of input signals or small non-linearity. To describe a substantially
nonlinear system, Volterra integro-power polynomials are used. The theorem
proved by M. Frechet justifies the possibility of such an approximation.
However, the theorem does not give constructive algorithms for constructing
Volterra polynomials from the input-output data [14].

The aim of this work is a theoretical substantiation and research of the
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method of constructing the approximation model of the NDS in the form of the
Volterra polynomials in frequency domain with using the test polyharmonic
signals.

Identification of nonlinear system in frequency domain consists in
determination of absolute value and phase of multidimensional transfer
function at given frequencies — multidimensional amplitude-frequency (AFC)
[W,(jou,...,jo,)| and phase-frequency characteristics (PFC) argl,(jwy,...,jo,),
which are defined by formulas:

|VVn(j(D15 ...,j(D”)|:\/[RG(VV,l(j(Dl,...,j(Dn))]z +[Im(VK1(/0)1a--~aj0),1))]2 ’ (1)

arg, (jo,,..., jo,)=arctg . —=, (2)
: Re[VVn(Jml""’.]O‘)n)]
where Re and Im — accordingly real and imaginary parts of a complex function
of n variables respectively.

The method of identification the Volterra approximation model. A
method of constructing approximation Volterra model of the nonlinear
dynamical systems (NDS) is developing [14]. Method of the identification is
based on the approximation of the response )(f) system at an arbitrary
deterministic signal x(¢) in the form of integral power of the polynomial
Volterra N-th order (N-order approximation model):

N N ®©
j}JN(t) :zj}n(t) ZZJ
n=l n=l OtirZeS

Twn(rl,...,rn)ﬁx(t—T[)dri. (3)
0 i=1

The statement which proof is given in [14] is true.
Statement 1. Let the input test signals NDS are fed alternately a;x(z),
ax(t), ,..., apx(?); a1, aa, ..., a; — distinct real numbers satisfying the condition
a; ‘ <1 for Vj=1, 2, ..., L; then

N
;N[ajx(t)] = zj}n[ajx(t)] =
n=1

N o @ " N (4)
= Za;j jwn(tl,...,tn)Hx(t—ri)dri = Zafﬁn(t).
n=l OtiZzeso i=l1 n=1

The partial components in the approximation model 7,(?) are found

using the least square method. This makes it possible to obtain such evaluation
in which the sum of squared deviations of responses identified the nonlinear
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dynamical system »{a;x(1)] on the model Vyla;x()] response is minimal, i.e.,

NDS provides a minimum criterion

2
L L N
=2 Max0]-Fylax@f = Z(y,- )= a}5, @j —min, (5)

= = n=1
where y;(®)=Ma;x()]. Minimization of the criterion (5) is reduced to solving the

system of normal equations of Gauss, which in vector-matrix form can be
written as

A'Ay =A"Y, (6)
where A" — transposed matrix,
a a - a »1(?) yi(1)
A= a, 6122 aév , §= Y, () , §= )72(0 .
a az az\/ v (®) Py ()
From (6) we obtain
y=(A"A)'A'Y. (7

In (7), matrix operations, we obtain
— -1 r

L 2 L 3 L N+1 L ]
+
2a;  pa; D 2.a;,(0)
»(®) j=1 j=1 j=1 j=1
* L 3 L 4 L N+2 L 2
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The Tikhonov regularization method based on the variational method of
constructing a regularizing operator is used to obtain the error-resistant to
solving a system of linear algebraic equations (SLAE) (6) [15]. This method is
to determine an approximative solution vector that minimizes a certain smooth
functionality. The only vector satisfying the minimum condition of the
smoothing functional is determined on the basis of the SLAE solution

(A'A+a)y,=A"Yy, 9)
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where | — the unit matrix, and o is a parameter of regularization.

When implementing this algorithm, the regularization parameter o is
chosen quite small (from the analysis of the available information about the
error of the input data and the error of calculations). The value of the
regularization parameter o is determined by matching, that is, multiple
calculations y_, for different values o

Using test polyharmonic signals in identification procedure. For
identification in the frequency domain the test polyharmonic signals are used.
We prove:

Statement 2. If test polyharmonic signal is used in form

n

AZcos((okl)— Z( Jout +e7j‘”"t), (10)

k 1

then the n-th partial component of the response of test system can be written in
the form:

An E(n/2) n

=P INe

m=0 kllkl

xcos((—Zcokl + kaljt+aran(—jmkl,...,—jookm,jookm+l,...,jcokn )],
1=0

( ‘](Dkl ,...,_](ka,](l)karl ,...,](Dkn) X

(11)
I=m+1

where E() — function used to obtain the of integer part of the value [11].
The partial components for n = 1, 2 and 3 are the form, respectively

» (t)=A| W, (jo)|cos(wt +argh?, (jo)), (12)

y,(t)= EX Z|W(]mk,](ok)|cos((mk +o, )+
by k=

+argl, (jo, .o, )+ (13)

2
+ A7 Z| Wy (=jo,,, jo, )|COS((_031{l +o, )+

Ky oky=1

+argl,(—jo, ,0, )),
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A3
y3(t) i |W3 JO ]wkz,]wk3)| cos(((ok +oy, +o )+
ey ey ey =1

+argls(joy, , joy, , jog, )+

L34
4 Z|W3( ]mklajmkzajmk3)| COS((— 0y, + @y, + 00 )+
y Jeg K3 =1 (14)

34°

T Z| Wi (—joy, :_j(’)kzajwk3)| coS((— 0oy, — @y, + O )+
ey ey ey =1

+argWs (—joy ,—joy, , o))

The component with frequency ®;+...+w®, is extracted from the
response to test signal (10)

A" |\W, (jo,..., jo,) ]| cos[(®, +...+ o)t +argl, (jo,,..., jo,)]. (15)

Certain limitations should be imposed while choosing of frequences
polyharmonic test signals in the process determine multidimensional AFC and
PFC [11].

The technique and hardware—software tools of radio frequency
communication channel identification. Experimental research of an Ultra
High Frequency range communication channel (CC) for the purpose of
identification of its multifrequency performances, characterizing nonlinear and
dynamic properties of the channel are fulfilled [16, 17]. The Volterra model in
the form of the second order polynomial is used. Thus physical channel
properties are characterized by transfer functions of W) (jo) and W, (joi, jo,) —
by the Fourier—-images of weighting functions w; (¢) andéw, (¢4, £).

Implementation of identification method on the IBM PC computer basis
has been carried out using the developed software in C++ language with the
usage of such classes as CWaveRecorder, CWavePlayer, CWaveReader,
CWaveWriter which allow to provide rather convenient interacting with
MMAPI Windows. The software allows automating the process of the test
signals forming with the given parameters (amplitudes and frequencies). Also
this software allows transmitting and receiving signals through an output and
input section of computer soundcard, to produce segmentation of a file with
the responses to the fragments, corresponding to the communication channel
responses being researched on test polyharmonic effects with different
amplitudes.
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In experimental research two identical S.P.RADIO A/S, T&T VHF-radio
stations (a range of operational frequencies 146—174 MHz) and IBM PC with
Creative SBLive! sound cards were used. Sequentially AFC of the first and
second orders were defined. The method of identification with an order of
approximation N = 4 was applied. Structure charts of identification procedure
— determinations of the n—order AFC of CC are presented accordingly on
figure 1. The general scheme of a hardware—software complex of the
communication channel identification, based on the data of input—output type
experiment is presented in fig. 1.

Computer

Polyharmonic signals forming,
processing, and transmitting/receiving
control software

A 4

| MATLAB |

Sound card Sound card

A

| Communication
channel

Fig. 1. The general scheme of the experiment

The communication channel received responses to the test signals,
compose a group of the signals, which amount is equal to the used order of
approximation N (N = 4). In each following group the signals frequency
increases by magnitude of chosen step. To define the beginning of each
received response we have used a cross—correlation.

Maximum allowed amplitude in described experiment with use of sound
card was 0,2V (defined experimentally). The used range of frequencies was
defined by the sound card pass band, and frequencies of the test signals has
been chosen from this range, taking into account restrictions specified above.
Such parameters were chose for the experiment: start frequency — 200 Hz;
final frequency — 1600 Hz; a frequency change step — 27 Hz; to define AFC of
the second order determination, an offset on frequency w, — ®; was equal 25,
50 and 100 Hz.
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The weighed sum is formed from received signals—responses of each
group. As a result we get partial components of response of the
communication channel y(¢) and y(¢). For each partial component of response
a Fourier transform (the FFT is used) is calculated, and from received spectra
only an informative harmonics (which amplitudes represents values of
required characteristics of the first and second orders AFC) are taken. The first
order AFC |, (jo)| is received by extracting the harmonics with frequency ®
from the spectrum of the partial response of the CC y,(¢). The second order
AFC |W,(jo,, jo,)| we received extracting the harmonics with summary
frequency ®; + ®; from the spectrum of the partial response of the
communication channel y,(?) to the test signal A-cos(®;-¢) + A-cos(w;-?).

The results are received after digital data processing of the experiments
for the first and second orders. AFC | (jo)| and |W, (joi, jwy)| after
procedure of smoothing based on the wavelet transform [18] are presented in
fig. 2.
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Fig. 2. AFC of the first order after smoothing —1, the second order AFC after
smoothing at: AQ =25 Hz—-2; AQ=50Hz-3; AQ=100 Hz-4

Conclusion. The method for building the Volterra approximation model
of the nonlinear dynamical system with using of the test polyharmonic signals
of various amplitudes is proposed. The computing identification method is
based on the use of the regularized least squares method. The accuracy and
computational stability of identification method in the form of
multidimensional amplitude-frequency and phase-frequency characteristics are
investigated. The method improves an accuracy and stability of the
identification procedure.

The results of the identification of the NDS based on the approximation
model in the form of a Volterra polynomial using test polyharmonic signals are
significantly affected by measurement errors. The computational algorithm
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that implements such method of identification is reduced to solving a system
of linear algebraic equations (SLAE) for each fixed point in time t on the
simulation interval. The method of regularization of ill-posed Tikhonov
problems, based on the variational method of constructing a regularizing
operator, is used to obtain the solutions of the SLAE, that are tolerant towards
the measurement’s errors. To improve the computational stability of the
identification method, a noise reduction (smoothing) procedure was applied to
the obtained estimates of the characteristics of the AFC and PFC based on the
wavelet transform.

The technique of experimental research of continuous communication
channel of the telecommunication system is developed for the identification of
its characteristics regarding to the nonlinear and dynamic properties on the
basis of the Volterra models in the frequency domain. The technique is based
on application of the approximating model for identification of the nonlinear
dynamic system using to the input polyharmonic signals of different
amplitudes.

The hardware-software tools are developed implementing the technique
of identification and they are applied to create an information model of the
communication channel in the form of the first and second orders AFC on the
basis of the data of input—output type experiment with the usage of the test
harmonic and biharmonic signals.

The received results of research show essential nonlinearity of the
communication channel that leads to distortions of the signals in a radio
section, reduces an important parameters of the telecommunication system:
accuracy of the reproduction signals, channel bandwidth, noise immunity.
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Tlpennoxxen  MeTon  TMOCTPOCHHUS  allPOKCUMALMOHHOW  Mozenu  Bonbreppa
HEJIMHEHHBIX JUHAMUYECKHX CHCTEM B YacTOTHOH OONAacTH C HCIOIb30BAHHEM TECTOBBIX
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The method is proposed for constructing the Volterra approximation model of the
nonlinear dynamical systems in the frequency domain using of the test polyharmonic signals
of various amplitudes. The computational identification method is based on the use of the
regularized least squares method and the choice of the optimal step size on amplitude of test
signals. The accuracy and computational stability of identification method in the form of
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